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Software Lifecycle Management
You develop your products for a long life cycle – 

your software too? 

THIS IS  HOW THE PHY TEC 
SLCM CONCEP T WORK S :

Security and data protection requirements are increasing - as are the number of attacks, 
security vulnerabilities and identified risks. You have to face these ever-changing se-
curity threats and ensure that your systems can be updated when they are connected 
to the Internet. The current IEC 62443 standard, for example, also requires this in the 
Patch Management in the Industrial Automation Control System Environment section. 
	 The PHYTEC Software Lifecycle Management Service supports you in this. Take ad-
vantage of our offer for sustainable and binding maintenance of the Board Support 
Packages for your customer-specific hardware. We test your hardware with the latest 
patches and updates throughout the entire product life cycle. If necessary, you can 
roll out your software quickly and easily.

1.
Development 
of your BSPs

We develop a customer-
specific BSP for your 
PHYTEC hardware, based 
on the preliminary work 
of the standard deve-
lopment. We integrate 
hardware and BSP into 
our test farm and the CI 
system.

2.
Roadmap 
planning

Together with you, we 
create an update strategy 
for your product and 
determine the frequency 
of updates. In general, we 
agree on annual major 
updates of the Yocto Pro-
ject and biannual updates 
of the LTS kernel version.

3.
Update Integration

Two BSP statuses are 
maintained in parallel. 
The first is an up-to-date 
version of your BSP, which 
we constantly supply with 
security and bug fixes over 
an agreed period of time. 
The other is a version in 
which we continuously 
update your BSP to the 
latest development status 
of the Yocto Project and 
Linux kernel. This provides a 
perfect basis for your next 
stable software release.

4.
Verification  
and testing

Nightly builds with auto-
matic tests quickly detect 
and resolve conflicts with 
your BSP. At the same time, 
we continuously check that 
the BSPs comply with your 
specifications. All results 
are recorded for you in test 
protocols.

 

5.
BSP Roll-Out

You get access to a current 
and tested BSP version at 
any time, without the risk 
of continuous updates in 
the field. You can test the 
BSP with your own soft-
ware applications routinely 
or as soon as a relevant 
vulnerability is detected, 
and play it out promptly. 

The RAUC Robust Auto-
Update Controller, which 
is prepared in our BSPs, 
supports you in this. In ad-
dition, we provide you with 
updates of your BSP in-
cluding current kernel and 
Yocto versions according to 
the agreed strategy.
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GENER AL CONDIT IONS

Prerequisites for software lifecycle management are the use of 
a Mainline-Linux based BSP and the existence of a BSP speci-
fication that covers the entire functionality of the platform. 
An automated test environment is used to test the complete 
functionality of the system according to the BSP specification. 
The tests primarily include the interfaces, drivers and connec-
tions created on the boards. Customer applications are usually 
not included in the test. 

Standard Test for Customized Hardware and BSPs

A positive side effect of the setup is the clear separation of 
BSP, middleware and application software. This allows the 
individual layers to be handled individually if required, 
without errors resulting from dependencies not taken into 
account.

C U S T O M E R  A P P L I C A T I O N 	 Care provided 
Yocto Project	 • meta-cust u.a.	 by the customer	

T E S T S 	 O p t i o n a l  s e r v i c e  f r o m  P H Y T E C

B S P - S P E C I F I C A T I O N 	 Required for SLCM

Yocto Project	 • meta-ksp	 Care provided by
	 • poky	 PHYTEC
	 • meta-openembedded
	 • meta-phytec
	 • meta-yogurt
	 • meta-rauc
	 • meta-qt5

Talk to us about your individual offer 
for software lifecycle management!

contact@phytec.de
+ 49 (0) 6131/ 9221-32

INTERFACES SYSTEM ON MODULE / SYSTEM ON CHIP TESTS HARDWARE CONTROL

The standard tests include "common" interfaces according to 
the graph below. Special interfaces or special protocols can be 
added individually by extending the test specification; this may 
require the creation of special test hardware. For testing, the 
Jenkins-based Continuous Integration System is linked to the 
test environment for automatic hardware testing. This makes 
the setup ideal for the continuous integration of standard board 
support packages and customized BSPs.

STRUCTURE OF THE BSP L AYERS

DEPLOYMENT MADE EASY!

We facilitate the roll-out of your software into the field by 
preparing the RAUC Robust Auto-Update Controller in all 
current BSPs. The update client ensures the reliable installa-
tion of signed BSP updates on the embedded systems and is 
supported by Yocto in the meta-rauc layer. BSP updates can 
be created, checked and modified on the host system using 
the tool. 
	 PHYTEC supports you both in implementing the update 
mechanisms and in creating the appropriate infrastructure 
- from RAUC configuration and setting up cloud services to 
protecting the hardware from installing malicious software.

Benefit from our further services!

• Hardening & Secure Boot
• Security consulting for hardware & software design
• Key and certificate handling at our production facility 

in Germany
• Cloud platforms for the roll-out of updates


